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Abstract

We present results for the performance of a pre-amplified optical pulse-

position modulation (PPM) receiver that utilizes the low-density parity-check

(LDPC) correction codes of the 5G standard. The code construction is suit-

able for correcting burst errors that are introduced by PPM. Simulation

results show that the LDPC codes can provide a very significant real gain,

provided that the code rate is chosen appropriately. We find that the code

rates that minimize the bit-error-probabilities (BEPs) of the system range

between 2/3 and 22/26, with higher code rates being required in receivers

that operate under increased optical noise. It is also shown that a compa-

rable real gain is obtained for both the sum-product and min-sum decoders,

while the power penalty of the latter one is only limited to 0.2 dB, when the

aforementioned code rates are utilized.

Keywords: Optical amplification, Pulse-position modulation, Low-density

parity-check codes
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The implementation of reliable and high-capacity optical wireless com-

munication links, calls for highly sensitive optical receivers and a number of

technologies have been investigated towards their realization [1, 2, 3, 4, 5].

Optical amplification and orthogonal modulations like PPM have been par-

ticularly appealing, since they drastically lower the number of received pho-

tons that are required for low BEPs. The errors are typically corrected via

coding and a number of coding schemes have been previously employed, in-

cluding Reed-Solomon, convolutional, Turbo and LDPC codes [6, 7, 8, 9, 10,

11, 12, 13, 14, 15]. LDPC codes, in particular, have been shown to perform

close to the Shannon limit [16, 17, 18] and have been recently included as

one of the two coding options in the 5G standard [19].

A key feature of the LDPC codes in the 5G standard is that the construc-

tion of the parity check matrix relies on permutations of the Zc×Zc identity

matrix (blocks). As a result, the parity checks are performed among data bits

that are not located within the same block, and short bursts of errors within

a block can be efficiently corrected. PPM introduces such types of burst er-

rors, since an erroneous symbol will affect up to log2(Q) bits, where Q is the

modulation order. The errors will be corrected assuming that Zc ≫ log2(Q),

which is true for most practical systems, since Zc is determined by the data

length and large lengths are required for a better decoding performance. This

approach is compatible with the independent encoding and decoding of the

individual bits that construct each PPM symbol, which has been shown to

provide an effective method of error correction in optical channels [20]. The

LDPC decoders introduce additional message exchanges between the indi-
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is expected.

The apparent compatibility between PPM and the 5G LDPC codes has

been the instigation for this work. The novelty of our analysis relies on

modeling the receiver noise with χ2 distributions [21, 22], which have been

shown to present an accurate description of the pre-amplified system both

theoretically and experimentally [23, 24], and have been extensively utilized

in the literature [3, 15, 25, 26]. To our knowledge, previous works on error

correction via soft-decision decoding of LDPCs have focused on on-off keying

[25] and this is the first time that the χ2 distribution has been considered

in the performance evaluation of a PPM receiver. As a result, we have been

able to provide novel and accurate results for the real gain of the 5G LDPCs

in a pre-amplified optical system. The real gain is defined as the coding

gain minus the energy penalty that is introduced due to the increase in the

number of transmitted bits.

We show via simulations that the LDPCs can provide a real gain between

2 dB and 4 dB provided that an appropriate code rate is utilized. The

identification of the optimal code rates is a key contribution of this work since

a high power penalty is observed when the code rates significantly deviate

from the optimal value. The code rates that optimize the performance, in

the sense that they require the lowest energy to enter the waterfall region,

range between 2/3 and 22/26 with the exact value depending mainly on the

optical noise modes that enter the receiver. This holds true for both the the

min-sum and sum-product decoding algorithms [27], while the results also

show that the utilization of the optimal code rates reduces the power penalty

3
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that the use of the min-sum decoder introduces a penalty of 0.2 dB or less

for a range of data lengths assuming optimal code rates, thus alleviating the

need for modifying its operation [28, 29, 30, 31]. This is the case for both

4- and 16-PPM systems, as well as systems with narrow- and broad-band

optical filters.

The introduction of the χ2 distributions, however, comes at the expense

of complexity, since the calculation of the likelihoods that are required by

the decoders requires Q/ log2(Q) evaluations of a hyper-geometric series per

received bit [25]. To mitigate this complexity, we also propose an efficient

approximation that completely avoids the hyper-geometric series and relies

on identifying the maximum signals on predetermined positions of the PPM

symbol, which is a significantly simpler task to perform. The approximation

is highly accurate for systems with large optical bandwidths, which are con-

sidered for real-world realizations, and introduces a deviation of less than 0.1

dB.

The rest of this paper is structured as follows: Section 2 discusses the

LDPC code construction, as well as the sum-product and min-sum decoding

algorithms. The χ2 reception model is described in detail, along with the

calculation of the extrinsic information that is required by both decoders.

The simulation results for both decoders are presented in Section 3, where it is

also shown that they exhibit comparable BEP performance. Section 4 details

the proposed approximation for the calculation of the extrinsic information,

and presents simulation results that validate its accuracy. Finally, Section 5

summarizes the findings and concludes the paper.
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Figure 1: Setup for the optically pre-amplified PPM communication system. Fl: optical

filter, PD: photodiode, Int: integrator.

2. System Models

The setup under consideration is shown in Fig. 1. The data are encoded

using LDPC codes and the resulting codeword is partitioned in PPM sym-

bols. At the receiving side, the signal is amplified, while corrupted by optical

noise from the amplifier. The signal is filtered in the optical domain and

the noisy symbols are detected on a photodiode. The electrical current is

integrated over each PPM slot duration, and the resulting signal values are

utilized by the demodulator to estimate the transmitted PPM symbol and

the corresponding bits. The received bits are grouped into codewords that

are processed by the decoder to reconstruct the original data stream. The

encoder/decoder, receiver and modulator/demodulator operations are pre-

sented in more detail in the following subsections.

2.1. LDPC Encoder and Decoder

The quasi-cyclic parity-check matrix structure of the 5G standard is used

to generate the codewords [19]. In this approach, the base parity-check ma-

trix consists of smaller block matrices of size Zc × Zc and an appropriate

number of block rows and columns. The matrices are either zero matrices or

cyclic permutations of the identity matrix and their positions on the block
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For the Base Graph 1 (BG1), which is oriented towards larger data lengths

up to 8448 bits, the maximum number of block columns and rows equals 68

and 46, respectively. The first Kb = 22 columns are always assigned to the

data. In a similar fashion, BG2 supports smaller data lengths up to 3840 bits,

and therefore is limited to 52 block columns and 42 block rows. The first

Kb = 10 block columns correspond to the data. In this work we only consider

data lengths equal to K = Zc ×Kb, thus, we fully utilize the available data

columns and avoid padding and/or puncturing. The parity-check matrix for

the desired code rate Rc is attained by selecting first Kb/Rc block columns

and Kb (1− Rc)/Rc block rows of the corresponding base matrix. The data

lengths and rates that have been investigated in this work are summarized

in Table 1, along with the associated Kb , Zc and iLS values.

The encoder utilizes the double-diagonal structure of the parity block

columns (Kb + 1, Kb + 2, . . . , Kb/Rc) to efficiently calculate the parity bits

and construct the codeword. In contrast with the 5G standard, the code-

word is not shortened or punctured and all N = K/Rc bits are transmitted

to the decoder. Two decoders were implemented based on the sum-product

and min-sum iterative message passing algorithms [32, eq. (22)]. Both algo-

rithms utilize messages αm,n (variable-to-check) and βm,n (check-to-variable)

to calculate the intrinsic LLR γn [31]. The sum-product decoder updates

messages βm,n following

βm,n = 2 tanh−1


 ∏

n′∈Pm\{n}
tanh

(αm,n′

2

)

 , (1)

6
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K (bits) Code Rate BG Kb Zc iLS

1280 1/2, 2/3 2 10 128 0

1320 22/26 1 22 60 7

8448 1/3, 1/2, 2/3, 22/26 1 22 384 1

while the min-sum utilizes the approximation

βm,n =
∏

n′∈Pm\{n}
sgn (αm,n′) min

n′∈Pm\{n}
|αm,n′| , (2)

where Pm \ {n} denotes the positions of the non-zero entries of the parity-

check matrix at row m, except for column n itself. The intrinsic LLR and

the new values for αm,n are calculated from

αm,n = γn − βm,n , (3)

with

γn = ρ(bn) +
∑

m∈Pn

βm,n , (4)

where Pn denotes the positions of the non-zero entries of the parity-check

matrix at column n and ρ(bn) is the extrinsic LLR of the n-th bit and its

calculation is presented in the next section. The message update process

is iterated until a valid codeword is found, or when a maximum number of

iterations has been performed. In our implementation, the maximum number

of iterations is limited to 10 for both decoders.

7
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The optical signal is modulated using PPM and each PPM symbol com-

prises Q successive time-slots. One of the slots carries the symbol energy

and all other Q − 1 slots are empty. In the receiving side, we consider an

IM/DD receiver, where the incoming optical signal is optically amplified

and filtered prior to square law detection. At the output of the amplifier,

the energy-containing slot is magnified by the amplifier gain G, while all Q

slots are corrupted by the amplifier noise. The optical signal is converted

to electrical, with the help of a square law detector, and the output signal

is integrated over the duration of the Q slots, to generate the signal vec-

tor s = (s1, s2, . . . , sQ) for each received symbol. The s vector components

correspond to central χ2
k,0 random variables (RV)s in the Q − 1 slots, that

do not have any signal energy, and a non-central χ2
k,λ RV in the slot that

has the signal energy, with k denoting the noise modes. The corresponding

probability density functions (pdf)s are [22]

pe (x; k) =
xk−1

(k − 1)!
exp(−x) (5)

and

ps (x; k, λ) = exp[− (x+ λ)]
(x
λ

) k−1
2

Ik−1

(
2
√
λx
)
, (6)

where In(·) denotes the modified Bessel function of the first kind. In the

previous equations λ is the symbol energy to noise ratio

λ =
K

N

E

N0

=
K

N

Eb

N0

log2(Q) , (7)

where Eb is the energy per bit after amplification, N0 = nsp h f (G−1) is the

optical noise spectral density, nsp is the spontaneous emission factor of the

amplifier and h f is the photon energy.

8
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received bit bℓ within the PPM symbol following

ρ(bℓ) = log

[
P (bℓ = 0|s)
P (bℓ = 1|s)

]
. (8)

We note that the ℓ-th bit is ’0’ for Q/2 of the PPM symbols and ’1’ for

the rest and define the resulting slot sets as B0
ℓ and B1

ℓ , since the sets are

different for the each of the ℓ = 1, 2, . . . , log2(Q) bits in the PPM symbol

[33]. For example, in 4-PPM the four slots represent the bit combinations

{00, 01, 10, 11} and the sets equal B0
1 = {slot 1, slot 2}, B1

1 = {slot 3, slot 4}
for the first bit, and B0

2 = {slot 1, slot 3}, B1
2 = {slot 2, slot 4} for the

second. The probability that a bit is ’0’ or ’1’ is calculated from the sum of

the symbol probabilities in each corresponding set and the LLR becomes

ρ(bℓ) = log

[
P (bℓ = 0| s)
P (bℓ = 1|s)

]
= log




P

(
⋃

i∈B0
ℓ

si

∣∣∣s
)

P

(
⋃

i∈B1
ℓ

si

∣∣∣s
)



= log




∑
i∈B0

ℓ

P (si|s)
∑
i∈B1

ℓ

P (si|s)


 .

(9)

Assuming that the PPM symbols occur with equal probabilities, the appear-

ing a-priori probabilities are given by [7, eq. (10)]

P (si|s) =
Λ (si; k, λ)∑Q

n=1 Λ (sn; k, λ)
, (10)

where Λ(·) is the likelihood function. Assuming also χ2 statistics in the s

vector components, the likelihood function is calculated from

Λ (si; k, λ) =
ps (si; k, λ)

pe (si; k)
= exp(−λ) (k − 1)!

Ik−1

(
2
√
λ si
)

(√
λ si
)k−1

= exp(−λ) 0F1 (; k;λ si) ,

(11)

9
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14.1/MO 14)]. Using (10) and (11), the extrinsic LLR of each bit is calculated

from

ρ(bℓ) = log




∑
i∈B0

ℓ

0F1(; k;λ si)

∑
i∈B1

ℓ

0F1(; k;λ si)


 . (12)

3. Results and Discussion

The performance of the system was evaluated using Monte-Carlo (MC)

simulations. To this end, random data bits were coded using the corre-

sponding encoder and were then converted to PPM symbols. The empty

slots were mapped to randomly generated χ2
k,0 variables and the energy slots

were mapped to randomly generated χ2
k,λ variables. The PPM demodulator

utilized (12) to calculate the extrinsic LLRs for the LDPC decoder. The

decoder output was compared with the original data bits and the BEP was

estimated by counting the errors over multiple successive decodings. The

simulations were performed for a confidence level of 99% and the confidence

interval upper and lower limits were calculated following [35, eq. (11.2.11)].

The simulation persisted until the width of the confidence interval, relative

to the measured BEP value, was less than 10%, which ensured that the up-

per and lower endpoints of the interval practically coincided with the BEP

estimation.

Fig. 2 and 3 present results for 4- and 16-PPM and k = 2, 40, 200 noise

modes. The data length is fixed to the maximum length of the 5G standard

(K = 8448 bits), which is expected to achieve the best BEP performance,

while the code rate is set to 1/3 and 2/3. The uncoded system BEP is

10
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Figure 2: BEP for the LDPC coded 4-PPM receiver. The data length is K = 8448 bits.

obtained using [26, eq. (15)] and is included for comparison purposes. The

results show that a high real gain is attained for all modulation order and

noise mode scenarios. The gain is dependent on both parameters, and lower
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Figure 3: BEP for the LDPC coded 16-PPM receiver. The data length is K = 8448 bits.

gains are observed as either the modulation order or the noise modes increase.

Assuming a target BEP of 10-5 and a code rate of 1/3, the highest gain is

equal to 4.0 dB and is observed for Q = 4, k = 2, while the lowest is equal to

12
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of0.5 dB for Q = 16, k = 200. A code rate of 2/3 achieves a better performance

and provides an additional gain of 0.5 dB for Q = 4, k = 2, which further

improves as the modulation order and noise modes increase and attains a

value of approximately 1.5 dB for Q = 16, k = 200.

The preceding discussion suggests that higher code rates are more effi-

cient, especially when the modulation order and/or noise modes increase. To

further explore this result and identify the best possible code rate selection,

we simulated the system for code rates up to 22/26, which is the maximum in

the 5G standard, and the results are shown in Fig. 4 and 5. For k = 2 noise

modes the optimal rate is 2/3, except for 4-PPM with the sum-product de-

coder where a 1/2 rate provides a limited gain of less than 0.1 dB. Similarly,

the optimal rate is 22/26 for k = 40 noise modes, again with the exception of

the 4-PPM sum-product decoder that requires a code rate 2/3 to attain an

equally limited gain. Finally, the optimal code rate for k = 200 noise modes

equals 22/26 for both types of decoders and modulation orders. As a result,

the selection of the optimal code depends primarily on the noise modes that

enter the receiver and evidently the code rate increases with the noise modes.

The simulation results also show that the sum-product decoder perfor-

mance is superior to the min-sum one. However, the two decoders perform

closely in systems that utilize the aforementioned code rates that achieve

the minimum BEP. The comparison of the two decoders is detailed in Fig. 6,

where it can be verified that the penalty that is introduced from the use of the

min-sum decoder is equal to 0.2 dB for k = 2 noise modes and reduces when

the noise modes increase. This is also the case for smaller data lengths equal

to K = 1280 and K = 1320 bits for a rate of 2/3 and 22/26, respectively, as

13



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
of

� � � � � � � � � 	 � � 	 � � 
 � � 
 � �
� � � 	

� � � �

� � � �

� � � �

� � � �
� � � � � � � � 
 � � � � 	 � � � � � � � � � � � � � � � 
 � � � � 	 �
� � � � � � � � 
 � � � � � � � � � � � � � � � � � � � � 
 � � � � � � � �

� 	 �

� 
 � � � � � � � �

�
���

�


	


��

	

��
��

���
�

� � � � � � � � � � � 
 � � � � �

	 � � � � � � � �
� � � �

� � � �

� � � �

� � � �

� � � �
� � � � � � � � � � � � � 
 � � � � � � � � � � � � � � � � � � 	 � 
 �
� � � � � � � � � � � � � 	 � � � � � � � � � � � � � � � � � � 	 	 � 	 � �

� 	 �

� 	 � � � � � 
 � �

�
���

�


	


��

	

��
��

���
�


 � � � � � � � � � 
 � � � � � � � �

� � � � � � � � � �
� � � �

� � � �

� � � �

� � � �

� � � �
� � � � � � � � � � � � � 
 � � � � � � � � � � � � � � � � � � 	 � 
 �
� � � � � � � � � � � � � 	 � � � � � � � � � � � � � � � � � � 	 	 � 	 � �

� 
 �

� 	 � � � � � � � �

�
���

�


	


��

	

��
��

���
�


 � � � � � � � 	 � � 
 � � � � � � 	 � �

Figure 4: BEP dependence of the sum-product decoder on the code rate. The data length

is K = 8448 bits.

well as intermediate lengths. The min-sum decoder is therefore particularly

appealing, given that it is relatively accurate, easier to implement and it also
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Figure 5: BEP dependence of the min-sum decoder on the code rate. The data length is

K = 8448 bits.

allows for a significant simplification of the extrinsic LLR calculation as we

demonstrate in the next section.
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Figure 6: Comparison of the sum-product and min-sum decoders when optimal code rates

are considered. The noise modes are equal to (a) k = 2, (b) k = 40 and (c) k = 200.

4. Approximation of the Extrinsic LLR

The exact evaluation of the extrinsic LLR, with the help of (12), requires

the calculation of the likelihood for the signals that have been received in
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LLR on the hyper-geometric function, especially as the modulation order,

noise modes and Eb/N0 increase. With the goal to simplify the evaluation of

the LLR, we approximate the sums inside the logarithm with the maximum

term, assuming that the rest of the terms do not contribute significantly [36,

eq. (8)]

ρ(bℓ) ≈ log



max
i∈B0

ℓ

0F1(; k;λ si)

max
i∈B1

ℓ

0F1(; k;λ si)


 . (13)

This approximation is usually used to reduce the computational complexity

and can be justified from the increasing behavior of the hyper-geometric

function. However, it still requires the evaluation of the hyper-geometric

function in the slots that were identified by the max operation, thus partially

maintaining the computational overhead. To fully eliminate the evaluation

of the hyper-geometric function, we propose a second approximation that

replaces the χ2 pdfs with gaussians following

pe (x; k) ≈
1√
2π k

exp

[
−(x− k)2

2 k

]

ps (x; k, λ) ≈
1√

2 π (k + 2λ)
exp

[
−(x− k − λ)2

2 (k + 2λ)

]
,

(14)

where we have utilized the first and second order moments of the χ2 distri-

butions to match the corresponding moments of the gaussian distributions.

This leads to a gaussian approximation of the hyper-geometric function as

well, and, after some algebraic manipulations, (13) simplifies to

ρ(bℓ) ≈
λ

k (k + 2λ)

(
max
i∈B0

ℓ

si −max
i∈B1

ℓ

si

) (
max
i∈B0

ℓ

si +max
i∈B1

ℓ

si − k

)
. (15)

Eq. (15) provides a particularly simple calculation method for the LLR since

it only requires the maximum values of the signals that have been received
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coder, where it is possible to omit the constant λ/(k (k+2λ)) term following

(2) and (3), since the messages and intrinsic LLR can be normalized accord-

ingly. We also omit the noise modes that appear inside the parentheses to

arrive at

ρ(bℓ) ≈
(
max
i∈B0

ℓ

si

)2

−
(
max
i∈B1

ℓ

si

)2

. (16)

The key advantage of this last formula is that it does not require knowl-

edge of k or λ, since the latter may alter during the lifetime of the system,

and therefore alleviates the requirement for an additional channel estimation

subsystem.

The accuracy of the approximations was tested via MC simulations. The

simulations were performed using the procedure that was presented in the

previous section with the exception that the extrinsic LLR is calculated using

the approximate relations (15) and (16) for the sum-product and min-sum

decoders, respectively. The approximation results are presented in Fig. 7 and

are compared with the ones that have been obtained using the exact LLR

expressions. The figure shows that the approximation is highly accurate for

k = 40, 200 noise modes and the difference is 0.1 dB or less for all modulation

orders, data lengths and code rates under consideration. On the other hand,

the results for k = 2 (not shown) are not accurate and discrepancies up to 0.5

dB were observed. A possible explanation is that the approximation of the

χ2 distributions with gaussians is not accurate enough for a limited number

of noise modes.
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Figure 7: Decoder performance for the exact and approximated extrinsic LLR. (a) and (b)

correspond to the sum-product decoder with k = 40 and k = 200, respectively. (c) and

(d) correspond to the min-sum decoder decoder k = 40 and k = 200, respectively. The

symbols with crosses present the approximate results.
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We have presented results on the BEP performance of optically pre-

amplified PPM receivers with LDPC error correction codes. The codes are

obtained from the latest 5G standard and simulation results demonstrate

that a significant real gain can be expected for a range of modulation or-

ders and noise modes. Two popular decoding algorithms have been studied,

namely the sum-product and min-sum algorithms, and it was shown that

a discrepancy of less 0.2 dB occurs between them for the maximum data

length of 8448 bits provided that a suitable code rate is also used. The

optimal code rate ranges between 2/3–22/26 for the min-sum decoder and

1/2–22/26 for the sum-product decoder, with higher rates being required at

increased modulation orders and noise modes. Finally, we detailed an ef-

ficient approximation for the calculation of the external LLR, which both

decoders require. The approximation was validated via simulations and it

was shown that it is highly accurate (within 0.1 dB) for a high number of

noise modes, and therefore of value in practical systems that employ wide

optical filters [3].
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